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Abstract

This paper proposes a discrete-state stochastic volatility model with duration-dependent mixing. The latter is directed by a high-order Markov chain with a sparse transition matrix. As in the standard first-order Markov switching model, this structure can capture turning points and shifts in volatility due, for example, to policy changes or news events. However, the duration-dependent Markov switching model can also exploit the persistence associated with volatility clustering. To evaluate the contribution of duration dependence, we compare with a benchmark Markov switching ARCH model. The empirical distribution generated by our proposed structure is assessed using interval forecasts and density forecasts. Implications for areas of the distribution relevant for risk management are also assessed.
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1 Introduction

To manage risk associated with uncertain outcomes, one relies on forecasts of the distribution of k-period-ahead returns. The popular value-at-risk (VaR) calculation of the loss that could occur with a specified confidence level over a given holding period, focuses on a single quantile of that forecasted distribution. There are several potential questions that would interest risk managers. Firstly, are the VaR numbers correct on average, or more generally, is the maintained unconditional distribution adequate? Secondly, given available information does one obtain accurate VaR numbers at each point of time. In other words is the maintained conditional distribution adequate? Finally, if the answer to either of these questions is no, how might the risk manager’s model be improved? Implicit in these questions are difficult issues related to evaluation of the adequacy of alternative models, and the correct specification of the conditional and unconditional distribution of returns.

A first step to forecasting the distribution (or some region thereof) of future returns, is to investigate stylized facts concerning the statistical properties of returns for the asset or portfolio in question. Short-run price dynamics in financial markets generally exhibit heteroskedasticity and leptokurtosis. For the case of log price changes in foreign exchange markets, which is the application in this paper, there is also some evidence of convergence to a Gaussian distribution under time aggregation.\(^1\)

The next step might be to postulate a probability model which can replicate such stylized facts. Since short-run returns are not IID, attention to the conditional density is warranted. One needs to postulate and estimate a probability model for the law of motion of returns over time. For currencies at weekly frequencies, strong volatility dependence combined with largely serially uncorrelated returns suggests that, for modeling purposes, the main focus should be on the conditional volatility dynamics. Volatility clustering implies predictability in the conditional variances and covariances. This empirical fact should contribute to risk management strategies.

In this paper we concentrate on the choice of conditional volatility dynamics and ask what features a particular specification can deliver in terms of the conditional and unconditional distributions. We propose a model that emphasizes discrete changes in the level of volatility and introduces duration dependence to accommodate volatility clustering. The features of this model are compared with two benchmark models that do not include the duration structure. Of interest is whether a particular specification can simultaneously capture important properties in the conditional and the unconditional distributions.

Alternative models have been proposed to capture and forecast time-varying volatility for financial returns. For example, the generalized ARCH

class (Engle (1982), Bollerslev (1986)) is based on an ARMA function of past innovations. These models have become the workhorse for parameterizing intertemporal dependence in the conditional variance of speculative returns. Markov switching models for mixture distributions in which draws for component distributions follow a first-order Markov chain (Lindgren (1978), Hamilton (1988)) have also been applied to volatility dynamics. Although such discrete-mixture models can generate most of the stylized facts of daily returns series (Rydén, Teräsvirta, and Åsbrink (1998)), there is some evidence (for example, Hamilton (1988), Pagan and Schwert (1990)) that the first-order Markov model with constant transition probabilities is inadequate with respect to capturing all of the volatility dependence.

This paper provides an alternative to the switching ARCH model introduced by Cai (1994) and Hamilton and Susmel (1994). Our alternative approach is a discrete-state stochastic volatility model which incorporates a parsimonious high-order Markov chain to allow for duration dependence. As in the standard first-order Markov switching (MS) model, this structure is useful for capturing shifts and turning points in volatility that are difficult to accommodate with the ARMA structure implicit in GARCH. However, unlike the standard model, a duration-dependent Markov switching (DDMS) model (Durland and McCurdy (1994), Maheu and McCurdy (2000), Lam (1997)) is particularly suited to exploiting the persistence associated with volatility clustering. This is achieved by several important features of our specification. Firstly, the duration variable provides a parsimonious parameterization of potential high-order dependence. Secondly, unlike the GARCH case, persistence is permitted to be time varying by allowing the duration of a state to affect the transition probabilities. Thirdly, including duration as a conditioning variable in the conditional variance specification allows the model to capture a broad range of volatility levels.

Markov switching (MS) models generate mixtures of distributions. These models can be motivated from information flows into the market. The application in this paper is to log-differences in foreign exchange rates. Exchange rates are good candidates for mixtures models because an exchange rate is a relative price which will be influenced by policy changes and news arrivals. News theories of price changes attribute an important role to the current innovation. In this case, a stochastic volatility component may be an important addition to time-varying but deterministic representations of volatility as in GARCH. The DDMS model is a discrete-time, discrete-state, stochastic volatility model. Therefore, our approach provides a straightforward method of obtaining maximum likelihood estimates for stochastic volatility with the added features discussed above.

Like standard first-order MS models, and other time dependent discrete-

---

2 See, for example, a recent survey by Palm (1996) and references therein.
mixture models, we model the stochastic process governing a switch from one volatility state to another. Incorporating the possibility of a discrete change in the level of volatility can have a substantial effect on the implied conditional and unconditional distributions. This may contribute to an improved fit, particularly with respect to the tails of the distribution. Further, unlike standard MS models, allowing the transition probabilities to be duration dependent may improve the model’s ability to capture intertemporal dependence. In addition, our approach models the evolution of volatility within each state. The DDMS model considered in this study is only a two-state model, however it acts like a large N state model in that it can capture a broad range of volatility levels through conditioning on duration in the conditional variance.

In section 2, we discuss the data and associated descriptive statistics. Section 3 summarizes the candidate models for volatility dynamics compared in this paper. Particular emphasis is applied to comparing the stochastic properties inherent in the forecasts implied by each. This is followed by model estimates in Section 4. Adequacy of the conditional distributions implied by those estimates is reported in Section 5. For these assessments, we apply both interval forecasts (Christoffersen (1998)) and density forecasts (Diebold, Gunther, and Tay (1998), Berkowitz (1999)). In section 6 we use simulation methods to to investigate the properties of the unconditional distributions implied by the estimates of the alternative volatility models. Finally, section 7 provides a brief summary of the features of the data that are matched by our alternative parameterizations.

2 Data and Descriptive Statistics

Let $e_t$ denote the spot price in units of foreign currency for 1 US dollar. In this paper, we report results for the Deutsche mark (DEM-USD), and British pound (GBP-USD). Define $y_t$ as the scaled log-difference of $e_t$, or the continuously compounded percentage return from holding a $1-equivalent of foreign currency for a week,

\[ y_t = 100 \log \frac{e_t}{e_{t-1}}. \]  \hspace{1cm} (2.1)

Information available to the econometrician at time $t$ is $\Omega_t = \{y_t, y_{t-1}, \ldots\}$. Sample size is $T = 1304$ covering the time period from 1974/01/01 to 1998/12/23.

Table 1 reports descriptive statistics for $y_t$ associated with each of the currencies. Unconditional mean returns are insignificantly different from zero, there is no significant skewness, and excess kurtosis is significant for both currencies but larger for the GBP-USD case. Using a modified Ljung-Box portmanteau statistic, there is no significant serial correlation in returns but very significant serial dependence associated with squared returns. Figure 1 plots the levels $e_t$ and log price changes $y_t$ for the two currencies.
3 Alternative Parameterizations of Volatility

In this section, alternative parameterizations of conditional volatility are discussed. As a reference point, we begin by briefly summarizing the popular ARCH and a Markov switching ARCH model (MS-ARCH). Then duration dependence is introduced in a discrete-state parameterization of volatility (the DDMS model) by allowing the conditional transition probabilities, and also the state-specific levels of volatility, to be functions of duration. The final subsection discusses some salient differences between the alternative parameterizations. In particular we emphasize the potential impact of the duration-dependent components on volatility dynamics and forecasts.

3.1 GARCH

To introduce our discussion of alternative parameterizations of volatility, consider the popular generalized ARCH model, referred to as GARCH(1,1), which is defined as

\[
\begin{align*}
\sigma_t^2 &= \omega + \alpha \varepsilon_{t-1}^2 + \beta \sigma_{t-1}^2 \\
\varepsilon_t &= \sigma_t z_t, \quad z_t \sim N(0,1)
\end{align*}
\]

where \(\varepsilon_t\) is the innovation to the process \(y_t\) parameterized as,

\[
y_t = \mu + \phi y_{t-1} + \varepsilon_t.
\]

For the purpose of residual-based diagnostic tests, the standardized residuals are formed using estimates of \(\varepsilon_t/\sigma_t\).

Note that except for the non-negativity constraint on \(\sigma_t^2\), volatility is a continuous variable. Also, in this formulation, conditional volatility \(\sigma_t^2\) is time-varying but deterministic given the information set \(\Omega_{t-1}\). As the acronym ARCH implies, this model parameterizes volatility as autoregressive conditional heteroskedasticity. In other words, it allows volatility clustering.

A re-arrangement of (3.1) implies squared innovations follow an ARMA model, as in,

\[
(1 - \alpha L - \beta L) \varepsilon_t^2 = \omega + (1 - \beta L)(\varepsilon_t^2 - \sigma_t^2)
\]

where \(L\) is the lag operator. Therefore, many of the properties of the stationary ARMA model, such as exponential decay rates, are imposed by this GARCH model on the squared innovations for returns. Furthermore, ARMA models are not well suited to capturing discrete jumps (up or down) in volatility. This potential shortcoming of the plain vanilla GARCH parameterization in (3.1) is one of the motivations for exploring alternative models that can capture discrete regime changes in volatility.

---

4 Asymmetries and seasonal effects are not expected to be important components of foreign exchange returns at weekly frequencies.
3.2 Markov switching ARCH model (MS-ARCH)

One possibility is to combine an ARCH specification with a discrete-state MS model in which the directing process is a first-order Markov chain. Such models were introduced by Cai (1994) and Hamilton and Susmel (1994).\textsuperscript{5} Volatility in a MS model is assumed to be stochastic and driven by an unobserved or hidden variable. Unlike the conventional stochastic volatility model, the assumption that the unobserved state variable is governed by a finite-state Markov chain makes estimation straightforward using maximum likelihood methods.\textsuperscript{6}

As in Hamilton (1988), Markov switching models assume the existence of an unobserved discrete-valued variable $S_t$ that determines the dynamics of $y_t$. Usually $S_t$ is directed by a first-order Markov chain. Formally, assume the existence of a discrete-valued variable $S_t$ that indexes the unobserved states. Our parameterization of an AR(1), MS-ARCH(p) model follows. In this case, log-differences of exchange rates are assumed to follow

\[
y_t = \mu + \phi y_{t-1} + \epsilon_t \tag{3.4}
\]
\[
\epsilon_t = \sigma(S_t) z_t, \quad z_t \sim \text{N}(0,1), \quad S_t = 1, 2 \tag{3.5}
\]
\[
\sigma_t^2(S_t) = \omega(S_t) + \sum_{i=1}^{p} \alpha_i \epsilon_{t-i}^2 \tag{3.6}
\]
\[
P(S_t = 1|S_{t-1} = 1) = \frac{\exp(\gamma_1(1))}{1 + \exp(\gamma_1(1))} \tag{3.7}
\]
\[
P(S_t = 2|S_{t-1} = 2) = \frac{\exp(\gamma_1(2))}{1 + \exp(\gamma_1(2))} \tag{3.8}
\]

Note that regime switches are assumed to affect the intercept of the conditional variance, that we have postulated two alternative states for the regime-switching component of volatility, and that the transition probabilities are parameterized using the logistic function. This hybrid of an ARCH and a MS component is intended to capture volatility clustering as well as occasional discrete shifts in volatility. The addition of an ARCH structure in this model presents no significant changes to the basic MS model, and therefore construction of the likelihood and filter follow the usual methods as detailed in Hamilton (1994). In this application the unconditional probabilities were used to startup the filter.

\textsuperscript{5}Estimation of a switching GARCH model is intractable since the entire history of state variables enters the likelihood. Gray (1996) proposes a feasible switching GARCH model that avoids this problem. Due to the complexity of our extensions discussed below, we use an MS-ARCH structure in this paper.

\textsuperscript{6}In general the stochastic volatility model requires simulation methods to evaluate the likelihood. A recent survey is Ghysels, Harvey, and Renault (1996).
3.3 Regime Switching with Duration Dependence

A first-order Markov chain combined with an ARCH structure should be adequate to capture volatility clustering.\(^7\) However, there may be benefits to exploring high-order Markov chains. In the duration-dependent Markov switching (DDMS) model (Durland and McCurdy (1994), Maheu and McCurdy (2000), Lam (1997)) the probability of a regime change is a function of the previous state \(S_{t-1}\) as well as the duration of the previous state \(S_{t-1} \).\(^8\)

Besides the discrete-valued variable \(S_t\), define duration as a discrete-valued variable \(D_t\) which measures the length of a run of realizations of a particular state. To make estimation tractable we set the memory of duration to \(\tau\).\(^9\) This implies that the duration of \(S_t\) is

\[
D_t = \min(D_{t-1} \mathbb{I}(S_t, S_{t-1}) + 1, \tau)
\]

where the indicator function \(\mathbb{I}(S_t, S_{t-1})\) is 1 for \(S_t = S_{t-1}\) and 0 otherwise. That is, \(D_t\) is unobserved but is determined from the history of \(S_t\). Therefore, both will be inferred by the filter which is summarized below. Realizations of the random variables \(S_t\) and \(D_t\) are referred to as \(s_t\) and \(d_t\) respectively.

This model allows both state variables, \(S_t\) and \(D_t\), to affect the transition probabilities between volatility states. The probabilities are,

\[
P_{11}(D_{t-1}) \equiv P(S_t = 1|S_{t-1} = 1, D_{t-1} = d_{t-1}) = \frac{\exp(\gamma_1(1) + \gamma_2(1)d_{t-1})}{1 + \exp(\gamma_1(1) + \gamma_2(1)d_{t-1})}
\]

(3.10)

as the conditional probability of staying in state 1 given that we have been in state 1 for \(d_{t-1}\) periods; and

\[
P_{22}(D_{t-1}) \equiv P(S_t = 2|S_{t-1} = 2, D_{t-1} = d_{t-1}) = \frac{\exp(\gamma_1(2) + \gamma_2(2)d_{t-1})}{1 + \exp(\gamma_1(2) + \gamma_2(2)d_{t-1})}
\]

(3.11)

as the conditional probability of staying in state 2 given that we have been in state 2 for \(d_{t-1}\) periods. Note that \((\gamma_1(1), \gamma_2(1))\) and \((\gamma_1(2), \gamma_2(2))\) are parameters associated with states 1 and 2 respectively.

The conditional probability of a state change, given the state has achieved a duration \(d\), is the hazard function. Since there are two states in this

\(^7\)Hamilton (1988), Pagan and Schwert (1990), and Timmermann (2000) (footnote 11), suggest that a first-order MS model without the ARCH structure may not be adequate to capture serial dependence in the conditional variance.


\(^9\)While it is possible to estimate \(\tau\), for example using a grid search, in this paper we set \(\tau = 25\), a number large enough to ensure that all the duration effects on transition probabilities have been captured.
application, this conditional probability of switching from state $i$ to state $j$, given that we have been in state $i$ for $d_{t-1}$ periods, can be written

$$P_{ij}(D_{t-1}) = P(S_t = j | S_{t-1} = i, D_{t-1} = d_{t-1}) = 1 - P_{ii}(D_{t-1})$$

$$= \frac{1}{1 + \exp(\gamma_1(i) + \gamma_2(i)d_{t-1})}, \quad i, j = 1, 2, i \neq j. \quad (3.12)$$

A decreasing hazard function is referred to as negative duration dependence while an increasing hazard function is positive duration dependence. The effect of duration on the hazard function is uniquely summarized by the parameters $\gamma_2(i) \quad i = 1, 2$. In particular, for state $i$, $\gamma_2(i) < 0$ implies positive duration dependence, $\gamma_2(i) = 0$ implies no duration effect and $\gamma_2(i) > 0$ implies negative duration dependence. For example, if state 2 displays negative duration dependence and the market persists in state 2, then the probability of staying in state 2 increases over time.

Given the state dynamics in Equations 3.9, 3.10, 3.11 and 3.12, for this discrete-state parameterization of volatility, log-differences of exchange rates are assumed to follow

$$y_t = \mu + \phi y_{t-1} + \epsilon_t \quad (3.13)$$

$$\epsilon_t = \sigma_t(S_t, D_t) z_t, \quad z_t \sim N(0, 1), \quad S_t = 1, 2 \quad (3.14)$$

$$\sigma_t(S_t, D_t) = (\omega(S_t) + \zeta(S_t) D_t)^2. \quad (3.15)$$

With this parameterization, the latent state affects the level of volatility directly, as indicated by $\omega(S_t)$, while the duration of the state is also allowed to affect the dynamics of volatility within each state through the function $\zeta(S_t) D_t$. For example, if $\zeta(1)$ is positive and we persist in state one, then conditional volatility is increasing since $D_t$ is increasing. Squaring the term in brackets in (3.15) serves two purposes: first the standard deviation is restricted to be non-negative, and second it allows duration to have a nonlinear affect in the second moment.

### 3.4 The Filter

Volatility in this model is unobservable with respect to the information set. As shown in Hamilton (1994), inference regarding the latent variable $S_t$ can be constructed recursively. In a similar fashion, inference regarding both $S_t$ and $D_t$ can be computed. Define, $f(\cdot|\cdot)$ as the conditional density of the normal distribution. The filter provides optimal inference for the unobserved variables given time $t$ information. For $S_t = 1, 2$ and $1 \leq D_t \leq \tau$ we have

$$P(S_t = s_t, D_t = d_t|\Omega_t) = \frac{f(y_t|S_t = s_t, D_t = d_t, \Omega_{t-1})P(S_t = s_t, D_t = d_t|\Omega_{t-1})}{P(y_t|\Omega_{t-1})}$$

where

$$P(S_t = s_t, D_t = d_t|\Omega_{t-1}) = \sum_{s_{t-1}, d_{t-1}} P(S_t = s_t, D_t = d_t|S_{t-1} = s_{t-1}, D_{t-1} = d_{t-1})$$

$$\times P(S_{t-1} = s_{t-1}, D_{t-1} = d_{t-1}|\Omega_{t-1})$$
and,

\[
P(y_t|\Omega_{t-1}) = \sum_{s_t, s_{t-1}, d_{t-1}} f(y_t|S_t = s_t, D_t = d_t, \Omega_{t-1}) 
\]

\[
\times P(S_t = s_t, D_t = d_t|S_{t-1} = s_{t-1}, D_{t-1} = d_{t-1}) 
\]

\[
\times P(S_{t-1} = s_{t-1}, D_{t-1} = d_{t-1}|\Omega_{t-1}).
\]

In constructing the likelihood function the unconditional probabilities associated with \( S = 1, 2 \), \( 1 \leq D \leq \tau \) were used to startup the filter. For more details see the appendix in Maheu and McCurdy (2000).

The filter plays an important role in forecasts of current as well as future levels of volatility. The significance of the filter and a comparison to alternative models is presented in the next section.

### 3.5 Features of the DDMS

Many popular volatility parameterizations, such as GARCH or stochastic volatility (SV), are continuous-state models. The DDMS has discrete states. However, conditioning on duration \( D_t \) in the conditional variance of the DDMS parameterization permits a smoother change between volatility levels than that allowed for by a simple two-state MS model.

In contrast to standard GARCH, SV, or MS models, persistence in volatility levels is time-varying in the DDMS model.\(^{10} \) For a simple MS model, the latent state, and therefore the volatility level, follows a linear autoregressive process with an innovation that is heteroskedastic.\(^{11} \)

To illustrate the nonlinear autoregressive process for the DDMS model, first note that knowledge of the state \( S_t \), and its duration \( D_t \), implies knowledge of the volatility level, and therefore it is sufficient to consider the AR process governing \( S_t \). That is,

\[
S_t = 3 - 2P_{11}(D_{t-1}) - P_{22}(D_{t-1}) 
+ (P_{11}(D_{t-1}) + P_{22}(D_{t-1}) - 1)S_{t-1} + \eta_t \tag{3.17}
\]

\[
D_t = \min(D_{t-1} I(S_t, S_{t-1} + 1, \tau) \tag{3.18}
\]

\[
S_t = 1, 2 \ 1 \leq D_t \leq \tau. \tag{3.19}
\]

Both the level and the persistence of volatility are time-varying, unlike the standard MS model. Equation (3.17) also shows that the DDMS structure is a discrete-time, discrete-state SV model.

To complete the description of the dynamics of conditional volatility, consider the properties of the innovations associated with (3.17). Since the

\(^{10}\)Note that the GARCH volatility function (3.1) can be re-arranged as \( \sigma_t^2 = \omega + (\alpha + \beta)\sigma_{t-1}^2 + \alpha(\varepsilon_{t-1}^2 - \sigma_{t-1}^2) \) so that \( \alpha \) measures the extent to which the period \( t - 1 \) shock affects period \( t \) volatility while \( \alpha + \beta \) measures the rate at which this effect dies out over time.

state variables are discrete, so are the innovations $\eta_t$ which are a martingale difference sequence. That is, conditional on $S_{t-1} = 1$,

$$
\eta_t = \begin{cases}
P_{11}(D_{t-1}) - 1 & \text{with probability } P_{11}(D_{t-1}) \\
P_{11}(D_{t-1}) & \text{with probability } 1 - P_{11}(D_{t-1})
\end{cases}
$$

(3.20)

and conditional on $S_{t-1} = 2$,

$$
\eta_t = \begin{cases}
-P_{22}(D_{t-1}) & \text{with probability } 1 - P_{22}(D_{t-1}) \\
1 - P_{22}(D_{t-1}) & \text{with probability } P_{22}(D_{t-1}).
\end{cases}
$$

(3.21)

As in the standard MS model, these innovations are heteroskedastic.

Forecasts of future volatility make use of the filter and the time-varying transition probabilities. For example,

$$
\text{Var}_t(\epsilon_{t+i}) = \sum_{s_{t+i}, d_{t+i}} \sigma_{t+i}^2 (s_{t+i} = s_{t+i}, d_{t+i} = d_{t+i}) P(S_{t+i} = s_{t+i}, D_{t+i} = d_{t+i} | \Omega_t)
$$

(3.22)

where $\sigma(S_{t+i}, D_{t+i})$ is from Equation (3.15) and $P(S_{t+i}, D_{t+i} | \Omega_t)$ is the filter based on time $t$ information. If volatility is high (low) today, the forecast of future volatility will decrease (increase) towards the unconditional volatility level. However, the dynamics of the forecast will depend critically on the filter. To see this note that,

$$
P(S_{t+i} = s_{t+i}, D_{t+i} = d_{t+i} | \Omega_t) = \\
\sum_{s_{t+i-1}, d_{t+i-1}} P(S_{t+i} = s_{t+i}, D_{t+i} = d_{t+i} | s_{t+i-1}, d_{t+i-1}) \\
\times \cdots \times P(S_{t+1} = s_{t+1}, D_{t+1} = d_{t+1} | s_t, d_t) P(S_t = s_t, D_t = d_t | \Omega_t).
$$

Since $\tau$ is finite, and therefore the Markov chain is ergodic, the product term on the right hand side of this equation, except for the filter, will converge to the unconditional probability of $S_{t+i}$ and $D_{t+i}$, as $i \to \infty$.

Similarly, the conditional future volatility of $y_{t+i}$ is

$$
\text{Var}_t(y_{t+i}) = \sum_{k=1}^{i} \phi^{i-k} E_t \sigma_{t+k}^2 (S_{t+k}, D_{t+k}).
$$

(3.23)

In contrast to the standard GARCH and SV models, a unit change in $z_t^2$ has an effect on volatility forecasts (Equation 3.22) which is a highly nonlinear function involving the filter and the conditional density assumption. The effect is,

$$
\sum_{s_{t+i}, d_{t+i}} \sigma_{t+i}^2 (s_{t+i} = s_{t+i}, d_{t+i} = d_{t+i}) \\
\times P(S_{t+i} = s_{t+i}, D_{t+i} = d_{t+i} | s_t, d_t) \frac{\partial P(S_t = s_t, D_t = d_t | \Omega_t)}{\partial z_t^2}.
$$
Finally, it is useful to note that the uncertainty inherent in $\epsilon_t$ in our regime switching model comes from two sources, $z_t$ and $\sigma(S_t, D_t)$. As a result, the DDMS decomposes uncertainty in volatility into an unpredictable component $z_t$, and a predictable, albeit stochastic, component $\sigma(S_t, D_t)$. The latter permits within-regime dynamics and will cause regime uncertainty since the state is unobserved.

Regime uncertainty means investors’ future forecasts of volatility can display the *peso problem* effect. For example, forward-looking investors who believe that the market is in the low volatility state today will nevertheless attach a positive probability to the possibility of the higher volatility state occurring in the future. If a high volatility regime is not realized within the time-frame of the forecast, ex-post this forward-looking behavior can mean agents’ forecasts will appear to systematically under/over estimate the true volatility.\footnote{This type of expectation mechanism is well known to play an important role in explaining asset pricing dynamics. See Evans (1996) for a recent review.} Nevertheless, MS econometric models allow for the extraction of the true regime-dependent volatility levels implied in agents’ forecasts.

## 4 Model Estimates

Full-sample estimates for our three parameterizations of volatility and each exchange rate are reported in Table 2. Standard error estimates are in parenthesis.

Overall, these results imply that duration-dependent mixing adds significantly to the in-sample fit of the volatility functions for both currencies. Although the ARCH switching model and the DDMS are not nested, the difference in the log-likelihood values suggests that the duration-dependent Markov switching model (DDMS) dominates the first-order MS-ARCH model.\footnote{We also estimated a MS-ARCH model with duration-dependent transition probabilities which nests the first-order MS-ARCH model reported in Table 2. Likelihood-ratio (LR) tests strongly reject the first-order MS-ARCH structure; p-values are $0.984 \times 10^{-4}$ and $4.63 \times 10^{-7}$ for the DEM and GBP cases respectively. Results are available from the authors on request.} This inference is also supported by parameter estimates ($\gamma_2(i), i = 1, 2$), associated with duration dependence of the transition probabilities, which are statistically different from zero in both states for the GBP case and in one state for the DEM case. Furthermore, duration effects in the state-specific conditional variances are highly significant for both currencies (see estimates of parameters ($\zeta(i), i = 1, 2$).

The motivation for the duration-dependent specification was to investigate whether or not a discrete-state parameterization of volatility with duration as a conditioning variable in the conditional variance function could capture volatility clustering without resorting to a time-series ARCH structure to account for remaining conditional heteroskedasticity. Consider the parameter estimates for DEM-USD. They imply that when the market is in
state 1, this state becomes more persistent over time (i.e. $\gamma_2(1) > 0$) and the conditional volatility decreases as we persist in this state ($\zeta(1) < 0$). On the other hand, in state 2 conditional volatility increases with duration in that state ($\zeta(2) > 0$). Figures 2 and 3 plot the hazard function and the state-specific volatility levels for the DEM-USD. Similar duration effects are revealed for the GBP-USD case, except that conditional volatility decreases with duration in both states. However, the initial volatility level is higher for state 1 and the persistence associated with that state is stronger.

Unconditional probabilities for $S_t$ from the DDMS model can be computed as $P(S) = \sum_d P(S, D = d)$, where $P(S, D), S = 1, 2, 1 \leq D \leq \tau$ are the joint unconditional probabilities associated with $S_t$ and $D_t$. $P(S)$ for the DEM-USD are .39 ($S_t = 1$) and .61 ($S_t = 2$), and those for the GBP-USD are .80 ($S_t = 1$) and .20 ($S_t = 2$).

Ljung-Box test statistics for autocorrelation (10 and 20 lags) in the squared standardized residuals appear at the bottom of the table. According to this diagnostic, all of the models appear to capture serial correlation in the squared standardized residuals. This suggests that using duration as an instrument in the conditional variance and transition matrix is a substitute for ARCH.

Figure 4 plots the estimates of volatility for the DDMS specification. To calculate the conditional standard deviations implied by the DDMS model, we use Equation (3.22) along with the parameter estimates reported in Table 2. Note that the DDMS model is able to capture abrupt discrete changes in volatility.

5 Adequacy of the conditional distributions

To properly manage short-term risk, the conditional distribution of returns must be correctly specified. The maintained statistical model will influence a risk assessment, such as VaR, primarily through the time-varying dynamics of conditional volatility.\footnote{Other conditional moments such as skewness and kurtosis may also be important for measuring risk.} As discussed in Section 1, a risk manager will not only be concerned with whether or not VaR assessments are correct on average, but also with the adequacy of such predictions at each point in time.

This section evaluates the models’ conditional distributions. We begin by assessing out-of-sample interval forecasts associated with a particular coverage level. We then use a density forecast test which has more statistical power for tail areas of the distribution since the test exploits the level of the realization as well as the indicator of whether or not it falls in the desired interval. This increased statistical power is particularly useful for relatively short data samples for which realizations in the tail may be few in number. Finally we report results for the density test using the entire distribution and the full sample of available data.
5.1 Interval Forecasts

Traditionally, the most common approach to assessing a time-series volatility model has been to compare the out-of-sample forecast to some proxy of latent volatility. Volatility is sometimes measured by squared forecast errors or squared returns. For a correctly specified model this measure of volatility is consistent but noisy. The result is that conventional tests have low power to reject constant volatility models in favour of time-varying ones. As Andersen and Bollerslev (1998) show, the noise associated with using squared returns to measure latent volatility can be substantial.

An alternative approach is to consider out-of-sample interval forecasts. This is attractive because no latent measure of volatility is needed. In addition, interval forecasts depend not only on the volatility dynamics but also on the conditional mean specification and the conditional density. Thus, analyses of a model’s interval forecasts provide information about the suitability of the maintained conditional distribution of returns.

We follow the testing methodology of Christoffersen (1998) and test for correct conditional coverage associated with out-of-sample interval forecasts. Tests associated with conditional coverage involve a joint test of coverage plus independence. That is, correct unconditional coverage only assesses the total number of realizations in the desired interval. It does not preclude the possibility of temporal dependence in the realization of hits in or out of the desired interval. Clustering of a particular realization would indicate neglected dependence in the conditional volatility model, or more generally, in the maintained conditional distribution. The joint test is derived in a maximum likelihood framework using the appropriate Likelihood Ratio (LR) as a test statistic.

First, define

\[(L_{q_{t-1}}(p), U_{q_{t-1}}(p))\]  

as the 1-step-ahead interval with desired coverage probability \(p\). This 1-step-ahead interval forecast, for a particular model and information set \(\Omega_{t-1}\), is computed as

\[L_{q_{t-1}}(p) = E_{t-1}y_t - \Phi^{-1}\left(\frac{1-p}{2}\right)\sqrt{\text{Var}_{t-1}(y_t)}\]  
\[U_{q_{t-1}}(p) = E_{t-1}y_t + \Phi^{-1}\left(\frac{1-p}{2}\right)\sqrt{\text{Var}_{t-1}(y_t)}\]

where \(\Phi^{-1}(\frac{1-p}{2})\) is the inverse cumulative distribution function of the normal distribution evaluated at \(\frac{1-p}{2}\). That is, we focus on symmetric interval forecasts.\(^{15}\)

\(^{15}\)Using the normal distribution for critical values would be consistent with the modeling assumption for a GARCH model but should be considered an approximation for the forecasted density associated with a MS model. More computationally oriented interval forecast methods, including the bootstrap, are detailed in Chatfield (1993).
A model with correct coverage, given information at \( t-1 \), has the property that the realized \( y_t \) falls in the desired interval with probability \( p \). That is,

\[
P(L_{t|t-1}(p) < y_t < U_{t|t-1}(p) | \Omega_{t-1}) = p. \tag{5.4}
\]

The parameters of the models discussed in Section 3 are estimated with the information set \( \Omega_{t-1} \), \( N-1 < T \), and thereafter assumed fixed, while the data from \( N \) to \( T \) is used to evaluate the out-of-sample forecasts. We set \( N-1 = 1000 \) leaving 304 observations for out-of-sample interval tests.\(^{16}\)

Given a sample path \( \{y_t\}_{t=N}^{T} \) of the time series of returns \( y_t \), and a corresponding sequence of 1-step ahead interval forecasts, \( (L_{t|t-1}(p), U_{t|t-1}(p))_{t=N}^{T} \), compute the binary indicator variable,

\[
I_t = \begin{cases} 
1 & \text{if } y_t \in (L_{t|t-1}(p), U_{t|t-1}(p)) \\
0 & \text{otherwise}
\end{cases} \tag{5.5}
\]

for \( t = N, \ldots, T \). This indicator variable records, for each \( t \), whether or not the forecast interval (5.1) contained the realized value \( y_t \).

Now consider a test for correct conditional coverage, which is defined as,

\[
E[I_t | I_{t-1}, I_{t-2}, \ldots] = p \tag{5.6}
\]

for all \( t \). Christoffersen (1998) shows that correct conditional coverage implies that \( \{I_t\} \sim IID \text{ Bernoulli}(p) \) under the null hypothesis. This test can be decomposed into two individual tests. The first is a test for correct unconditional coverage \( E[I_t] = p \), versus the alternative \( E[I_t] \neq p \), while the second test is for independence of the binary sequence \( \{I_N, \ldots, I_T\} \).

The likelihood under the null hypothesis of correct conditional coverage is

\[
L(p; I_N, \ldots, I_T) = (1 - p)^{n_0} p^{n_1} \tag{5.7}
\]

in which \( n_0 \) and \( n_1 \) are the number of zeros and ones respectively, from the data \( \{I_N, \ldots, I_T\} \). Following Christoffersen (1998), we consider a first-order Markov chain alternative for which the likelihood is

\[
L(\Pi; I_N, \ldots, I_T) = \pi_{00}^{n_0} (1 - \pi_{00})^{n_0} \pi_{11}^{n_1} (1 - \pi_{11})^{n_1}, \tag{5.8}
\]

where \( n_{ij} \) denotes the number of observations where the value \( i \) is followed by \( j \) from the data \( \{I_N, \ldots, I_T\} \), and the \( \pi_{ij} \) are the Markov transition probabilities associated with the transition matrix \( \Pi \).

The joint test (coverage and independence) can be assessed using the LR statistic,

\[
LR_{cc} = -2 \log \left[ L(p; I_N, \ldots, I_T) / L(\Pi; I_N, \ldots, I_T) \right] \tag{5.9}
\]

\(^{16}\)The out-of-sample tests reported in this section were computed prior to the full-sample estimation results in Table 2.
which will be distributed $\chi^2(2)$ under the null hypothesis. Note that the restrictions implied by that null hypothesis of correct conditional coverage are $\pi_{11} = p$ and $\pi_{00} = (1 - p)$.

Table 3 reports, for each model and currency, p-values associated with the joint test for correct conditional coverage (labelled IF) for a desired symmetric coverage level of 0.8. That is, we are evaluating an interval forecast which covers the middle 80% of the distribution. Recall that this test associated with conditional coverage is a joint test of correct unconditional coverage and independence. Although this test rejects a linear AR(1) model with constant variance (p-values are .02 and .00 for the DEM-USD and GBP-USD, respectively), it is unable to reject either of the time-varying volatility parameterizations for the DEM case. On the other hand, all models are rejected for the GBP-USD application. Our results indicate that the rejection of correct conditional coverage for this currency is due to failure to capture average (unconditional) coverage rather than due to violation of independence.

For a well-specified model we would expect the interval forecast tests to pass for a wide range of desired coverage levels. In other words, we want forecasts of the model to be accurate for different regions of the distribution. Although conceptually we could compute the p-values associated with a wide range of desired coverage levels, statistical power will depend on how many realizations fall outside and inside the chosen interval. As the interval approaches the whole distribution, the outside region will disappear so that the test cannot be implemented. On the other hand, choosing a desired coverage corresponding to, for example, the lower tail of the distribution, may result in a relatively small number of realizations inside the interval. In either case, the test will lack statistical power to discriminate between the null and the alternative and consequently between the models. For these cases, an alternative strategy to evaluating the conditional density is required.

### 5.2 Density Forecasts

A closely related family of tests on a model’s distributional assumptions is detailed in Diebold, Gunther, and Tay (1998) and Berkowitz (1999). The tests are based on the integral transformation of Rosenblatt (1952). Suppose that $f(y_t|\Omega_{t-1})$ is the conditional distribution of $y_t$ based on the information set $\Omega_{t-1}$. Then Rosenblatt (1952) shows that

$$u_t = \int_{-\infty}^{y_t} f(v|\Omega_{t-1}) dv, \quad t = N, \ldots, T,$$

is iid and uniformly distributed on $(0,1)$. Therefore, a researcher can construct $\{\hat{u}_t\}_{t=N}^T$ based on a candidate model $\hat{f}(\cdot)$, and perform tests to see whether or not $\tilde{u}_t \sim UID(0,1)$.

Diebold, Gunther, and Tay (1998) suggest graphical methods in order to assess how $\hat{f}(\cdot)$ fails in approximating the true unknown density, while
Berkowitz (1999) suggests applying the inverse normal transformation to \( \{\tilde{u}_t\}_{t=1}^{T} \) in order to test whether or not the transformed series \( \{z_t\}_{t=1}^{T} \) is independent standard normal. An attractive feature of the latter approach is that we can use any of the exact tests based on normality.\(^{17}\) In particular, following Berkowitz (1999), we consider likelihood ratio tests for several applications. By construction, these tests involve a continuous variable and not a discrete indicator variable as in the interval forecast tests (Section 5.1). For this reason, and also due to the use of Likelihood Ratio statistics, we expect these tests to have good power properties in finite samples.\(^{18}\)

First, define \( z_t = \Phi^{-1}(\tilde{u}_t) \), where \( \Phi^{-1}(\cdot) \) is the inverse of the standard normal distribution function. Then under the null hypothesis of the correct density, \( z_t \sim \text{NID}(0,1) \). The first LR test is based on the following regression,

\[
z_t = \mu + \rho(z_{t-1} - \mu) + w_t. \tag{5.11}
\]

The null hypothesis is \( \mu = \rho = 0, \text{Var}(w_t) = 1 \) whereas the alternative is \( \mu \neq 0, \rho \neq 0, \text{Var}(w_t) \neq 1. \)\(^{19}\) This test may identify problems in the unconditional distribution and also time dependences not captured by the conditional dynamics.

The first panel of Table 3 reports p-values for this LR test (labelled DT-full) associated with density forecasts using the same out-of-sample period \( t = N, \ldots, T \) used for the interval forecasts reported in Section 5.1. The relevant integrals were computed numerically utilizing quadrature. Broadly speaking, this test produces conclusions similar to the interval forecast tests with respect to the alternative currencies. However, the p-values are lower so that there are marginal rejections for the DEM-USD as well. The DDMS model is not as strongly rejected as the MS-ARCH, however both models appear to be missing important features in the data. Note however that we did not update parameter estimates after each one-step ahead forecast. Doing so might result in a more favourable result for the postulated distributions.

Finally, we also compute a LR test that focuses on lower-tail behaviour (as in VaR) which can be constructed based on a truncated normal distribution. The loglikelihood for the truncated normal \( z_t < \alpha \) is

\[
l = \sum_{z_t < \alpha} [-.5 \log(2\pi\sigma^2) - .5 \left( \frac{z_t - \mu - \rho(z_{t-1} - \mu)}{\sigma} \right)^2 - \Phi\left( \frac{\alpha - \mu - \rho(z_{t-1} - \mu)}{\sigma} \right)].
\]

Again the null hypothesis is \( \mu = \rho = 0, \text{Var}(w_t) = 1 \) and the alternative is \( \mu \neq 0, \rho \neq 0, \text{Var}(w_t) \neq 1. \)

\(^{17}\)The LR test is exact only in the case of hypothesis tests in which \( z_t \) follows a normal distribution under both the null and alternative.

\(^{18}\)Traditional tests on \( \{\tilde{u}_t\}_{t=1}^{T} \) for IID behaviour generally will not have good power. However, Berkowitz (1999) shows that applying the inverse normal transformation to \( \tilde{u}_t \) and using classical tests results in good power properties in finite samples.

\(^{19}\)It should be noted that these tests do not take into account sampling variability in estimating the parameters of \( f(\cdot) \).
Since the number of realizations in the tail will be small, we computed this density test using the entire sample \((t = 1, \ldots, T)\).\(^{20}\) The in-sample results for the lower tail, \((\alpha = -1.645)\), are reported in Table 3 in row DT-tail. Again, these results favour the DDMS parameterization. As a further comparison the AR(1)-GARCH(1,1) model had a p-value of .006 (DEM-USD) and .004 (GBP-USD) for the DT-tail test. These results for the left tail of the distribution concord well with our measures of the unconditional distribution discussed in the next section which show that the duration-dependent parameterization captures excess kurtosis more adequately.

Our results suggest that volatility is forecastable at a weekly frequency and that a constant volatility model for exchange rates can be a poor choice. Moreover, unlike the tests conducted in West and Cho (1995), these interval and density forecast tests show the value of richer models in tracking conditional volatility. We have found that the DDMS parameterization outperforms the GARCH and MS-ARCH model, but is still strongly rejected by the UK weekly data.

6 Features of the Unconditional Distributions

Earlier sections showed that the addition of high-order dependence through duration dependence in the DDMS model allows for rich conditional density dynamics for foreign currency rates. This section shows that the DDMS parameterization also provides a more flexible structure when matching unconditional moments.

Monte Carlo methods are used to compute some summary measures of the unconditional distributions implied by the alternative volatility parameterizations. To estimate the simulated moments, we draw a sample of size 1000000 from the conditional distribution implied by the maintained model, and calculate a battery of summary statistics.\(^{21}\) These simulated moments can then be compared to the corresponding moments (and standard errors) estimated from the actual data. Tables 4 and 5 report these numbers for the DEM-USD and GBP-USD cases, respectively.

The simulated statistics for the MS models match those observed in the data more closely than those from the plain vanilla GARCH model and, in some cases, those for the DDMS model match better than the MS-ARCH model. Consider, for example, the results for the DEM-USD case. The standard deviation from the DDMS and MS-ARCH models is much closer to that found in the data than is the GARCH estimate. In addition, the GARCH model produces too much kurtosis\(^{22}\), the MS-ARCH produces too

---

\(^{20}\)Although these distribution tests were motivated as out-of-sample tests there is no reason they cannot be used as an in-sample diagnostic test.

\(^{21}\)The first 20000 draws were dropped to eliminate dependence on startup conditions.

\(^{22}\)Note that for this case the GARCH parameter estimates are close to the boundary for the existence of the fourth moment. Further simulations show that, in this case, there is
little kurtosis, while the estimate for the DDMS parameterization is within one standard error of that for the data. For the GBP-USD case, the
standard deviation of $y_t$ is matched by all models but, in this case, both the
GARCH and MS-ARCH models produce too little kurtosis while the DDMS parameterization is within two standard errors of the kurtosis estimate for the data.

The DDMS model also fits better than a simple first-order MS model. For example, the unconditional standard deviation and kurtosis measures associated with a first-order MS model are 1.46 and 3.54 for the DEM-USD. As shown in Table 4, the kurtosis associated with the data is 4.822 (standard error .639) and that implied by the DDMS model is 4.340. In the GBP-USD case, the first-order MS model yields an unconditional kurtosis measure of 4.43 while the data has 6.579 (standard error .843) and DDMS has 5.163. These results, as well as other simulation results for the simpler MS models, point to the duration dependence structure in the DDMS model providing a closer fit to the unconditional distribution of the weekly changes in foreign exchange rates.

Many of the summary measures for $|y_t|$ and log $|y_t|$, which we can interpret as alternative proxies for volatility, are also captured better by the DDMS parameterization. For example, for the DDMS parameterization applied to the DEM-USD, all of the first four moments of volatility as measured by $|y_t|$ are within one standard error of the data estimate whereas none of them are for either the MS-ARCH or GARCH models. For volatility clustering (measured by the autocorrelation in $|y_t|$), there is not much to choose between the alternative parameterizations. However, the MS-ARCH model does slightly better for the DEM-USD case whereas DDMS and GARCH are marginally better for the GBP-USD currency.

To complete the results reported in Tables 4 and 5, Figures 5 and 6 present kernel density plots of the data and of the simulated unconditional distributions for $y_t$ and log $|y_t|$ implied by the DDMS and GARCH models. 1000000 draws were taken from the respective models. These data were used to estimate the density assuming a Gaussian kernel and a constant bandwidth that is optimal for the normal distribution with the variance calculated from the data. The plots were robust to a wide range of bandwidth parameters.

The figures support the conclusion that the DDMS parameterization provides a good description of the unconditional distributions. For instance, Figure 5 shows that DDMS captures the density of $y$ for the DEM-USD quite well around the origin, while GARCH does not. This is consistent with the GARCH model putting too much mass in the tail and resulting in a higher kurtosis than in the data (Table 4). Similarly, for the GBP-USD (Figure 6), the distribution of log $|y_t|$ is closer to the data for the DDMS parameteriza-

\footnote{These were computed using parameter estimates (available on request) for a first-order MS model and formulae in Timmermann (2000).}
tion, although neither model captures this log absolute value transformation very well. This evidence is consistent with that presented in earlier sections of the paper, that is, although the DDMS model is preferred, none of the parameterizations fully capture the structure in the GBP-USD case.

7 Concluding Comments

The last section showed that the DDMS can account for many of the properties of the unconditional distribution of $y_t$ and functions of $y_t$ usually associated with measures of volatility. Unlike GARCH parameterizations, the DDMS structure allows time-varying persistence, includes a stochastic component for volatility, and incorporates anticipated discrete changes in the level of volatility. The duration-dependent Markov switching (DDMS) model is an example of a mixture of distributions model. As reviewed in Section 1, MS models are well known to have the ability to produce various shaped distributions including skewness and leptokurtosis. Our plots of unconditional distributions for DDMS confirm those results.

According to our results, including the out-of-sample interval and density forecast tests reported in Section 5, the DDMS parameterization is also a good statistical characterization of the conditional distribution of foreign exchange returns. This is in contrast to earlier studies (for example, Pagan and Schwert (1990)) that have shown that simpler MS models cannot capture all of the volatility dependence.

There are several important differences between the DDMS and those simpler first-order MS models of heteroskedasticity. Firstly, incorporating the discrete-valued random variable summarizing state-dependent duration allows a parsimonious parameterization of potential high-order dependence. We have shown that the duration-dependent MS model (DDMS) is better suited to capturing volatility dependence as compared to the MS-ARCH model which appendes an ARCH structure to a first-order MS model. This is evident from our in-sample and out-of-sample analyses. Also, DDMS may be able to capture long memory. Secondly, although the DDMS is only a two-state model, it can capture a broad range of volatility levels through conditioning on duration in the conditional variance. Finally, by including duration in the transition matrix, persistence in a volatility state is permitted to be time varying. These features render the DDMS parameterization particularly suitable for capturing stochastic volatility dependence.

The empirical distribution generated by our proposed structure is a superior match for the samples of data used in this paper. These enhancements may be particularly relevant for forecasts necessary for risk management. However, it is still difficult to fully capture the distributions of log-differences of the GBP-USD exchange rate (see Gallant, Hsieh, and Tauchen (1991)). More work remains to be done.
Table 1: Summary Statistics for Weekly Exchange Rates

<table>
<thead>
<tr>
<th></th>
<th>Germany</th>
<th>U.K.</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>-.036</td>
<td>.024</td>
</tr>
<tr>
<td></td>
<td>(.040)</td>
<td>(.039)</td>
</tr>
<tr>
<td>stdev</td>
<td>1.462</td>
<td>1.423</td>
</tr>
<tr>
<td></td>
<td>(.040)</td>
<td>(.046)</td>
</tr>
<tr>
<td>skewness</td>
<td>-.104</td>
<td>.267</td>
</tr>
<tr>
<td></td>
<td>(.179)</td>
<td>(.245)</td>
</tr>
<tr>
<td>excess kurtosis</td>
<td>1.822</td>
<td>3.579</td>
</tr>
<tr>
<td></td>
<td>(.639)</td>
<td>(.843)</td>
</tr>
<tr>
<td>modified Q(1)</td>
<td>1.157</td>
<td>1.472</td>
</tr>
<tr>
<td></td>
<td>[.282]</td>
<td>[.225]</td>
</tr>
<tr>
<td>modified Q(2)</td>
<td>4.378</td>
<td>1.476</td>
</tr>
<tr>
<td></td>
<td>[.112]</td>
<td>[.478]</td>
</tr>
<tr>
<td>modified Q(10)</td>
<td>11.320</td>
<td>11.565</td>
</tr>
<tr>
<td></td>
<td>[.333]</td>
<td>[.315]</td>
</tr>
<tr>
<td>Q^2(10)</td>
<td>83.349</td>
<td>156.416</td>
</tr>
<tr>
<td></td>
<td>[.000]</td>
<td>[.000]</td>
</tr>
</tbody>
</table>

The data are percentage returns from weekly exchange rates with the US dollar from 1974/01/02-1998/12/23. Standard errors robust to heteroskedasticity are in parentheses, p-values in square brackets. $Q(j)$ is the Ljung-Box statistic for serial correlation in the demeaned series and $Q^2(j)$ is the same in the squared series with $j$ lags. The modified $Q(j)$ allows for conditional heteroskedasticity and follows West and Cho (1995).
Model Summary

GARCH(1,1)

\[ y_t = \mu + \phi y_{t-1} + \epsilon_t, \quad \sigma^2_t = \omega + \alpha \epsilon^2_{t-1} + \beta \sigma^2_{t-1}, \quad \epsilon_t = \sigma_t z_t, \quad z_t \sim N(0,1). \]

MS-ARCH(p)

\[ y_t = \mu + \phi y_{t-1} + \epsilon_t \]
\[ \epsilon_t = \sigma(S_t) z_t, \quad z_t \sim N(0,1), \quad S_t = 1, 2. \]
\[ \sigma^2_t(S_t) = \omega(S_t) + \sum_{i=1}^{p} \alpha_i \epsilon^2_{t-i} \]
\[ P(S_t = 1|S_{t-1} = 1) = \frac{\exp(\gamma_1(1))}{1 + \exp(\gamma_1(1))}, \]
\[ P(S_t = 2|S_{t-1} = 2) = \frac{\exp(\gamma_1(2))}{1 + \exp(\gamma_1(2))}. \]

DDMS

\[ y_t = \mu + \phi y_{t-1} + \epsilon_t, \]
\[ \epsilon_t = \sigma(S_t) z_t, \quad z_t \sim N(0,1), \quad S_t = 1, 2. \]
\[ \sigma(S_t) = (\omega(S_t) + \zeta(S_t) D_t)^2 \]
\[ P(S_t = 1|S_{t-1} = 1, D_{t-1} = d_{t-1}) = \frac{\exp(\gamma_1(1) + \gamma_2(1)d_{t-1})}{1 + \exp(\gamma_1(1) + \gamma_2(1)d_{t-1})}, \]
\[ P(S_t = 2|S_{t-1} = 2, D_{t-1} = d_{t-1}) = \frac{\exp(\gamma_1(2) + \gamma_2(2)d_{t-1})}{1 + \exp(\gamma_1(2) + \gamma_2(2)d_{t-1})}. \]
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Germany</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MS-ARCH</td>
<td>DDMS</td>
</tr>
<tr>
<td>$\mu$</td>
<td>-0.058</td>
<td>-0.054</td>
</tr>
<tr>
<td></td>
<td>(.036)</td>
<td>(.037)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.055</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>(.028)</td>
<td>(.029)</td>
</tr>
<tr>
<td>$\omega(1)$</td>
<td>1.705</td>
<td>1.133</td>
</tr>
<tr>
<td></td>
<td>(.156)</td>
<td>(.116)</td>
</tr>
<tr>
<td>$\zeta(1)$</td>
<td>-0.012</td>
<td>-0.023</td>
</tr>
<tr>
<td></td>
<td>(.004)</td>
<td></td>
</tr>
<tr>
<td>$\omega(2)$</td>
<td>0.367</td>
<td>1.088</td>
</tr>
<tr>
<td></td>
<td>(.069)</td>
<td>(.106)</td>
</tr>
<tr>
<td>$\zeta(2)$</td>
<td>0.020</td>
<td>-0.036</td>
</tr>
<tr>
<td></td>
<td>(.004)</td>
<td></td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.039</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>(.030)</td>
<td></td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.096</td>
<td>0.101</td>
</tr>
<tr>
<td></td>
<td>(.038)</td>
<td></td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>0.152</td>
<td>0.206</td>
</tr>
<tr>
<td></td>
<td>(.041)</td>
<td></td>
</tr>
<tr>
<td>$\gamma_1(1)$</td>
<td>5.662</td>
<td>.728</td>
</tr>
<tr>
<td></td>
<td>(.867)</td>
<td>(.626)</td>
</tr>
<tr>
<td>$\gamma_2(1)$</td>
<td>.118</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.047)</td>
<td></td>
</tr>
<tr>
<td>$\gamma_1(2)$</td>
<td>3.819</td>
<td>2.181</td>
</tr>
<tr>
<td></td>
<td>(.726)</td>
<td>(.945)</td>
</tr>
<tr>
<td>$\gamma_2(2)$</td>
<td>-.004</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.046)</td>
<td></td>
</tr>
<tr>
<td>$\log_{10}$</td>
<td>-2267.598</td>
<td>-2262.845</td>
</tr>
<tr>
<td>$Q^2(10)$</td>
<td>3.292</td>
<td>16.363</td>
</tr>
<tr>
<td></td>
<td>[.973]</td>
<td>[.090]</td>
</tr>
<tr>
<td>$Q^2(20)$</td>
<td>21.209</td>
<td>27.886</td>
</tr>
<tr>
<td></td>
<td>[.385]</td>
<td>[.112]</td>
</tr>
</tbody>
</table>

$Q^2(10)$ and $Q^2(20)$ are Ljung-Box statistics on the squared standardized residuals.
Table 3: Distribution Test Results

<table>
<thead>
<tr>
<th>Test</th>
<th>Out-of-Sample Forecasts</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Germany</td>
<td></td>
</tr>
<tr>
<td>IF</td>
<td>.209</td>
<td>.0005</td>
</tr>
<tr>
<td>DT-full</td>
<td>.012</td>
<td>.0065</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test</th>
<th>In-Sample Forecasts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Germany</td>
</tr>
<tr>
<td>DT-tail</td>
<td>.075</td>
</tr>
</tbody>
</table>

The IF (interval forecast) test is a joint LR test for correct coverage and independence based on Christoffersen (1998) with a desired coverage level of .8. The DT (density tests) are LR tests (Berkowitz (1999)) for the adequacy of the maintained model’s distribution – DT-full for the entire density and DT-tail for the lower 5% tail of the distribution. p-values are reported for the null hypotheses: for IF that the time-series of interval forecasts for the middle 80% of the distribution have correct conditional coverage; and for DT that the maintained forecast density is the true density.
<table>
<thead>
<tr>
<th>Statistic</th>
<th>DATA</th>
<th>MS-ARCH</th>
<th>DDMS</th>
<th>GARCH(1,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stdev ( y_t )</td>
<td>1.462</td>
<td>1.465</td>
<td>1.469</td>
<td>1.619</td>
</tr>
<tr>
<td></td>
<td>(.040)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skewness ( y_t )</td>
<td>-.104</td>
<td>.002</td>
<td>.002</td>
<td>.010</td>
</tr>
<tr>
<td></td>
<td>(.179)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kurtosis ( y_t )</td>
<td>4.822</td>
<td>3.546</td>
<td>4.340</td>
<td>6.091</td>
</tr>
<tr>
<td></td>
<td>(.639)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>corr((</td>
<td>y_t</td>
<td>,</td>
<td>y_{t-1}</td>
<td>))</td>
</tr>
<tr>
<td></td>
<td>(.027)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>corr((</td>
<td>y_t</td>
<td>,</td>
<td>y_{t-2}</td>
<td>))</td>
</tr>
<tr>
<td></td>
<td>(.036)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>corr((</td>
<td>y_t</td>
<td>,</td>
<td>y_{t-3}</td>
<td>))</td>
</tr>
<tr>
<td></td>
<td>(.030)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (</td>
<td>y_t</td>
<td>)</td>
<td>1.103</td>
<td>1.139</td>
</tr>
<tr>
<td></td>
<td>(.027)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stdev (</td>
<td>y_t</td>
<td>)</td>
<td>.961</td>
<td>.924</td>
</tr>
<tr>
<td></td>
<td>(.036)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skewness (</td>
<td>y_t</td>
<td>)</td>
<td>1.722</td>
<td>1.249</td>
</tr>
<tr>
<td></td>
<td>(.233)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kurtosis (</td>
<td>y_t</td>
<td>)</td>
<td>8.401</td>
<td>4.904</td>
</tr>
<tr>
<td></td>
<td>(1.756)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean ( \log</td>
<td>y_t</td>
<td>)</td>
<td>-.379</td>
<td>-.314</td>
</tr>
<tr>
<td></td>
<td>(.033)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stdev ( \log</td>
<td>y_t</td>
<td>)</td>
<td>1.174</td>
<td>1.144</td>
</tr>
<tr>
<td></td>
<td>(.031)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skewness ( \log</td>
<td>y_t</td>
<td>)</td>
<td>-1.157</td>
<td>-1.414</td>
</tr>
<tr>
<td></td>
<td>(.089)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kurtosis ( \log</td>
<td>y_t</td>
<td>)</td>
<td>4.738</td>
<td>6.510</td>
</tr>
<tr>
<td></td>
<td>(.382)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**DATA** is 100 times the log first-difference in the exchange rate. For each model one draw of sample size 1000000 was used to calculate the sample statistic. Standard errors robust to heteroskedasticity appear in parenthesis. The parameter values in Table 2 are assumed to be the true model parameters.
Table 5: Selected Statistics for Models and Data, UK

<table>
<thead>
<tr>
<th>Statistic</th>
<th>DATA</th>
<th>MS-ARCH</th>
<th>DDMS</th>
<th>GARCH(1,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stdev $y_t$</td>
<td>1.423 (.046)</td>
<td>1.458</td>
<td>1.432</td>
<td>1.411</td>
</tr>
<tr>
<td>Skewness $y_t$</td>
<td>.267 (.245)</td>
<td>.006</td>
<td>.012</td>
<td>.011</td>
</tr>
<tr>
<td>Kurtosis $y_t$</td>
<td>6.579 (.843)</td>
<td>4.244</td>
<td>5.163</td>
<td>3.691</td>
</tr>
<tr>
<td>corr([{$</td>
<td>y_t</td>
<td>$}, {$</td>
<td>y_{t-1}</td>
<td>$}])</td>
</tr>
<tr>
<td>corr([{$</td>
<td>y_t</td>
<td>$}, {$</td>
<td>y_{t-2}</td>
<td>$}])</td>
</tr>
<tr>
<td>corr([{$</td>
<td>y_t</td>
<td>$}, {$</td>
<td>y_{t-3}</td>
<td>$}])</td>
</tr>
<tr>
<td>Mean {$</td>
<td>y_t</td>
<td>$}</td>
<td>1.024 (.027)</td>
<td>1.094</td>
</tr>
<tr>
<td>Stdev {$</td>
<td>y_t</td>
<td>$}</td>
<td>.989 (.044)</td>
<td>.964</td>
</tr>
<tr>
<td>Skewness {$</td>
<td>y_t</td>
<td>$}</td>
<td>2.258 (.234)</td>
<td>1.463</td>
</tr>
<tr>
<td>Kurtosis {$</td>
<td>y_t</td>
<td>$}</td>
<td>11.376 (1.940)</td>
<td>6.189</td>
</tr>
<tr>
<td>Mean log {$</td>
<td>y_t</td>
<td>$}</td>
<td>-.500 (.034)</td>
<td>-.427</td>
</tr>
<tr>
<td>Stdev log {$</td>
<td>y_t</td>
<td>$}</td>
<td>1.216 (.034)</td>
<td>1.241</td>
</tr>
<tr>
<td>Skewness log {$</td>
<td>y_t</td>
<td>$}</td>
<td>-1.131 (.103)</td>
<td>-1.294</td>
</tr>
<tr>
<td>Kurtosis log {$</td>
<td>y_t</td>
<td>$}</td>
<td>5.009 (.454)</td>
<td>5.749</td>
</tr>
</tbody>
</table>

See notes to Table 4
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